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ABSTRACT 

We prove that even the prime, differentially closed field of characteristic zero, 
is not minimal; that over every differential radical field of characteristic p, 
there is a closed prime one, and that the theory of closed differential radical 
fields is stable. 

Introduction 

Let Td be the theory of differential fields, that is, the axioms of fields in addition 

to the following axioms on the (abstract) differentiation operator: 

D(x + y) = Dx + Dy 

D(xy) = (Dx)y + xDy. 

Let an upper index indicate the characteristic of the field. 

Td is a natural generalization of the theory of fields which Ritt [4] invented. It 

is natural to look for an analog to the algebraic closure of a field. Seidenberg [7-1 

has done algebraic work along these lines. Using his work, Robinson [5] showed 

that T ~ has a model completion Td ~ (that is, the theory of differentially closed 

fields of characteristic zero). Thus every T~ can be extended to a T~ 

however Robinson does not give an explicit set of axioms for Tf.  Blum [I]  showed 

that the following axioms suffice: 

(1) r ~ 

(2) For differential polynomials PI,  P2 (in single variable y) of order ml, m2, 

for ml > m2, there is a solution of P~ = 0 which is not a solution of P2 = 0, and 

there is a solution of P2 = 0, provided that P2 has degree greater than zero. 
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Blum also showed that T ~ is totally transcendental, and the maximal Morley 

rank is o9 hence over every T~ there is a prime T~ (See Morely [3], 

or [6] for example.) By a general result of [10] (or [7], for example) this prime 

T~ is unique. However here we answer a question of Blum (which appears 

in [6]) by showing that the prime Td~ is not necessarily minimal. This shows 

that the analogy with algebraically closed fields fails. The proof indicates to me 

(in contrast to Sacks [6, p. 307]) the following conjecture. 

CONJECTURE 1. 

(i) For every m < o9 there is a Ta~ F, and a differential polynomial P(y) of 

order m with coefficients in F such that the Morley rank of P(y) = 0 is 1, (or at 

least less than m) and that even P has integer coefficients. 

(ii) Moreover, there is a di,%rential polynomial of  order 0 (less than m), 

P~(y) ~ O, such that if Yl, '",Yn are solutions of P(y) = 0 API(Y) ~ 0 and 

P2(Yl, "", D'yj, "")~<m = 0, where P2 is a polynomial with coefficients in F, then 

P2 is the zero polynomial. (ii) implies (i). 

Let us try to generalize to partial differentiation. Then we have a field with n 

differential operators, D1,...,Dn, satisfying in addition, that DiDjy = D iDiy. 

But nothing new results. When the characteristic of the field is zero, we obtain a 

model completion with elimination of quantifiers, which is totally transcendental 

and has maximal Morley rank wn. I am quite sure that for characteristic p as 

well, this does not make any essential difference. If we add Dn, n < o9, we arrive at 

a stable but not superstable theory. 

We also show that although Ta ~ is trivial in some aspects, when we allow 

cardinality quantifiers, it becomes complex. Hence T~ has 2 4 non-isomorphic 

models in every ~. > No. 

CONJECItmE 2. T~ has 2 ~~ non-isomorphic models of power N o. 

Wood [13], again using Seidenberg [7] deals with TaPfor p > 0. (Notice that 

here if an element a has a p-th root, then it is constant, that is, Da = 0.) Wood 

showed that Tfdoes  not have the amalgamation property. However, if we add 

the axiom 

[Ox = 0 ~ (r(x) p = y)] /~  [Dx # 0 ~ r(x) = 0] 

and obtain T,~ (that is, the theory of radical differential fields of characteristic p), 

then it has the amalgamation property, and has a model completion T,a~, which 

has elimination of quantifiers. (A TaP-field F can be expanded to a T~a~-field if 
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Da = O--+(3x)(x p = a) for a ~F,  and the expansion is unique; thus we do not 

differentiate strictly between the field and its expansion.) Wood showed that, 

unlike F~ T~c is not totally transcendental, hence the existence of a prime 

T,~c-field remains an open question. Wood and the author independently solved 

the question (the author proved it after [9] but before [14] were submitted, see 

[15]). We do not know however, whether Conjecture 3 holds. 

NOTE. Some of the results of this paper were previously announced in [9]. 

CONJECTURE 3. The prime T~c-field over any T,~ is unique. 

By small changes in [13] it follows that T~c is not superstable (see [12]). 

1. The non-minimality of the prime differentially closed field 

Now we state the main lemma of this section. 

LEM~A 4. Let F be a differential field of characteristic zero, Yl, "'" Yn 

distinct nonzero solution (in F) of 

Dy = - -  

I f  P(x t , ' " ,Xn)  is a polynomial 

Y 
l + y "  

with rational coefficients and, in F, 

P(Yl,'",Yn) = 0, then P is identically zero. 

PROOF. 

Stage (i). Without loss of generality, assume F includes the field F o of 

algebraic numbers. We suppose y~, . . . , y n + ~ F  are distinct and not zero, 

Po(Yl, "" ,Y~+I)= 0, Po(x~,...,xn+l) is a nontrivial polynomial with algebraic 

coefficients and we shall arrive at a contradiction. Without loss of generality, n is 

minimal; for this n the degree of Po in x~+ 1 is minimal and then the degree of Po 

is minimal. Hence Po(Yl," ' ,  Y~, x) is indecomposable over Fo(yl , . . . ,  y~), and 

Yl , " ' ,  Y~ are transcendentally independent over F o. 

Stage (ii). Let us look at the function x -- y + In y. Clearly, for real y > 0, 

y + Iny is an increasing function whose range is the set of real numbers; let its 

inverse be y = f (x) .  Thus f ( x )  is defined for every real x; it increases with x and 

as x ~ - o% f ( x ) ~  O. Asf(x)  + lnf(x) = x, eStX)f(x) = e x, hence for x ~ - oo 

e~ = e ~ orf(x)  = e~(1 + o(1)). The functionf(x) is also defined for complex 

arguments, and then it is holomorphic but it is not single valued. 

Stage (iii). Look at the differential equation dy /dx  = y/(1 + y) (for y ~ 0) or 

equivalently (1 + y) /y  dy = dx or dy / y  + dy = dx or In y + y  = x + c or 

y = f ( x  + c). Thus if y = g(t) is a function with complex values defined for all 
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negative real numbers  t < to, and if it is a solution of  the equat ion,  then for  some 

complex c and branch o f f ,  g(t) = f ( t  + c) for  every such t .  Because, if  t 1 < to, 

g(q) ~ 0,  - 1 ,  choose c 1 = g(tl) + In g(tl) - tl; then for  a p roper  branch of  f ,  

g(q) = f ( h  + cO. Hence by the uniqueness theorem g(t) = f ( t  + c) for a neigh- 

bo rhood  o f t 1 ,  and hence for  all t < t o. (We choose g(tl) # 0 to makef(g(h))  well 

defined, and g(tl) ~ - 1 to avoid the branching point  when d/dy (y + In g(y)) = 0). 

As g(t) for t < t 1 cannot  take always the values 0, - 1, we are through ( remember  

that  we assume y # 0). 

Looking  at y + In y = x + c, we know that  

(3) if  x ~ - oo then either y ~ - oo or y ~ 0. 

I f  y -~ - o% y = x + O (ln x). 

I f  y ~ 0, then as before, y = eX+C(1 + o(1)). 

Stage (iv). Choose real negative numbers  a l , . . . , a  n such that  f ( a l )  , ..., f(an) 

will be algebr=ic numbers  which are linearly independent  over  the rationals.  By 

L indemann ' s  theorem (see [8])  

e f ( u , )  . .  ", e fO,) 

are transcendental ly independent  Since f(ai) are algebraic # O, and eI(~)f(x) = e~; 

also e ~ ..., e an are t ranscendental ly independent .  

Stage (v). I f  P (x l ,  " ' ,  xa) is nontrivial ,  po lynomia l  with algebraic coefficients, 

then for  some t I < 0 P(f ( t  + ax), ... f ( t  + a,)) ~ 0 for all t < t r Suppose not.  

Let  us see what  will be the dominan t  te rm when t -~ - ~). I f  P has a free constant  

as t - > -  ~ ,  f ( t  + a~)-~0 (see Stage (ii)). This  is a contradict ion.  Now let 

P(xl,  "", xn) = ~,,~ I c,l-I~= 1 x7 (i), for  c, algebraic,  r/(i) natural  numbers .  

T h e n f ( t  + ai) = exp( t  + as) (1 + o( l ) ) ,  

f ( t  + a,)" = exp(n t  + na~)(1 + o(1)) 

n 

I-I f ( t  + a,) ~(0 = exp([~l(i)Jt)exp(~rl(i)a,) (1 + o(1)). 
i = l  

- ~ ,  clearly the dominan t  terms will be those with minimal  Zr/(i), say m. 

( r / ~ I :  E~= t r/(i) = m)  so for  some ~l'e J c~, ~: O. 

+ ai),...) = ~ c~exp(rnt)exp(~,rl(i)a~)(1 + o(1)) + O ( e x p ( ( m  + 1)t)) 
~ / e J  

= Y~ c~ ~I exp(Y-,rl(i)al))exp(mt)(1 + o(1)) 
r /EJ  i = 1  

+ O(exp(t(m + 1)). 
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0 = ~, %exp(]~tl(i)a,)= ~, c~ f i  (exp(a,)) n(l) . 
r / e J  T/ed i = 1  

As t / ' ~ J ,  %, ~ 0, this contradicts the transcendental independence of the 

e ~ (see Stage (iv)). 

Stage (vi). By (v), Po(f(t + aO, ... ,f(t + a,),y) = 0 as an equation in y, has 

a solution y = g(O for each t < to, for some to (make the leading coefficient 

nonzero). Also we can assume that for t < to, the resultant of  this polynomial is 

not zero. (If  it is identically zero as a polynomial in f ( t  + ai), Po(xl, ...,x,+l) 
will be decomposable over Fo(xi,...,x,), contradicting the minimality of  the 

degree of Po in x ,+l . )  

Thus we can choose one branch of the solution y = g(O hence, clearly, g is an 

analytic function. 

Stage (vii). g is a solution of Dy = y/(1 + y). 

~ i--l,+l .nu) (% algebraic, q(i) natural numbers). Note that if Let Po = ~n ~ 1 ~ 1 li =: --i 

h(t) solves Dy = y/(1 + y), then (d/at) h(O" = h(O m [m/O + h(0)]. Then 

d 
0 = --d-i-Po(J(t + a~), .. . ,f(t + a,), g(t)) 

[ .  )] = ~ c~ [-I f ( t  + ai)~(i)g(t) "(n+1) tl(i) 
~e i ~ffil t 1 + f ( t  + ai) 

+ ~ [% fl f( t+ai)n(Og(t)  n(n+l,-lq(n+l)]dg(t)  

The coefficient of do(t)/dt is (d ]dy) Po(Xl, ..., x,, y). As for all t < t o the resultant 

of  Po(f(t + ax),...,f(t + a,),y) is not zero, it has no common root with its 

derivative. So from the above-mentioned equality we can solve dg/dt(si nee 

the a~s are real f ( t  + ai) > O, hence l + f ( t + a  l )#O. )  Thus, dg/dt 

= PI("" f ( t  + a~)...,g(t))/P2(.",f(t + ai),'",g(t)). In the same way, in the 

differential field F, 

Dyn+I = Pi('",Yi, "",Yn+I)/P2('",Yi, "", Yn+l)" 

On the other hand Dy,+~ = y,+~/(1 + y,+~), so define 

P3(Yl, "",Yn+l) = PI(Yl, "" ,Y,+I)(  1 + Yn+I) -- Pz(Yl, "",Y,+I)Y,+x = 0. 

As n was minimal, y~, - - . ,y ,  were transcendentally independent. Hence the 
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polynomial Pa(Yl, '",Yn, X) is divisible by Po(Yx, "",Yn, X) �9 (The quotient has 

coefficients in Fo(yl "",Y,) and we can assume no denominator becomes zero 

when we replace Yi by f ( t  + at) t < to. ) So P3(f(t + a,), . . . , f ( t  + an) , g(t)) = 0 or 

equivalently dg(t) /dt = g(t) /(1 + g(t)). 

Stage (viii). For some b and proper branch of f, g(t) = f ( t  + b) for every 

t < to; and 

(a) f ( t + b )  = t + O ( l n l t l )  f o r t ~ - o o  
o r  

(b) f ( t + b )  = e ' + b ( l + o ( 1 ) ) f o r t  ~ - - o o .  

We obtain this result by coaabining stages (iii) and (vii) and (3). 

We shall now contradict possibility (a). What will be the dominant part of 

Po(f(t + ax), "",f(t  + a.), f ( t  + b)) (which is identically zero)? 

If Po(xx, "" ,x .+l)  has a term clx~"+l , m > 0 c I # O, letting m be the maximal 

one, we obtain 

Po(f(t + al), . . ,  f ( t  + an) , f ( t  + b)) = clt m + O(t m- qn] t  I)" 

(Rememberf( t)  = et(1 + o(n)) for t ~ - ~ ) .  This goes to infinity when t ~ - oo 

a contradiction, so there is no such term. Let 

n + l  

Po(Xl,"" x n + l ) =  Z c. H xi "CO 
t / e l  t = 1  

where % are algebraic. Then this equals 

(4) E c. I~I exp((t + a~)q(i)) t~"+l~(1 + o(1)) 

so the dominant terms are those with ]~  = 1 r/(i) minimal, say m, and among them, 

those with maximal r/(n + 1), say k. So letting 3 = {r/El: ~r/(i) = m, r/(i + 1) 

= k}, (4) equals 

~ c~ ,=1 f i  exp(a,r/(i)) ) e  "t . f  (1 + o(1)). 

Hence necessarily Z,~s % H~"--l (exp(ai)) "") = 0, contradicting Stage (iv). 

So, necessarily, (b) holds. 

Stage (ix). Let a .+l  = b; by the last stage f ( t  + at) = exp(t + al)(1 + o(1)) 

for l < i _ < n + l .  
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As P o ( ' " , f ( t  + ai) , . . . )  = 0 and the dominant part of it for t ~ - oo is 

n 

(J is the set of r / e l  with minimal •q(i) so 

n + l  

e4(x~,'",x.+O= E c. H x7 c~ 
r / ~ J  i = 1  

is homegeneous) then necessarily P4(-..,e a', . . . )=0,  that is, eai,-..,e a"§ are 

transcendentally dependent. As P4 is homogeneous, for every t, 

P4(... ,e t+a~, ...) = 0 or 

(a) P4( '" , f ( t  + ai)exp(f( t  + ai)) , '")  = 0; but also 

(b) f o( '" , f ( t  + as),...) = O. 

Stage (x). We choose al ,  . . . ,a, ,  only so that pi( . . . ,ai, . . .  ' . . . ,e m, ...) :/: 0 for a 

specific finite set of pcljnomials pi with algebraic coefficients. Thus there is an 

e > 0 and t o so that every ai ~ (ai - e, ai'+ e) will satisfy the same demands for 

t < t0, hence all our conclusions, in particular the existence of a~+ i. Hence for 

t < t o (by (a), (b) from stage (ix)) 

(a) P~(.. . , f(t  + a;)exp(f(t  + a;)),...) = 0 and 

(b) Po( ' " , f ( t  + a;),...) = O. 

Let kl be the degree of Po(x~,... x,+ O, and k 2 be the dimension of the field Ft 

generated by the coefficients of Po over the rationals. 
l I .  l Now choose t* < to so that t* + ai + e < to, and choose a~ in (a; - e, a~ + e) so 

that f ( t*  + a~), i = 1, n are algebraic but not linearly dependent over the rationals 

and moreover f ( t*  + a]) = q~ + q2a', q~, q~ rationals, q2 ~ 0 and a' is the p")- 

root of 2 where p(~)> k~k2, p(i+a)> 1-Ii ,p" gt, p") natural numbers. 

By (b) f ( t*  + a'+ 1) is algebraic over f ( t*  + a'i), i = 1, n; hence algebraic, and 

exp(f(t* + a'i)), i = 1, n are transcendentally independent by Lindman theorem, 

but exp(f( t  + a',+x)) depends on them, by (a). 

By (a) and Lindman's theorem (see [8]), f ( t*  + a'+ 1) is linearly dependent on 

al, . . . ,a',overtherationals, henceforrationalsq~,f  (t* + a,+O = Ei=lq~f( i). 

We can substitute this in Po( . . . , f ( t*+ a ' i ) , ' " ) =  0 and obtain P s ( f ( t * +  a'0, 

�9 ..,J(t* + a')) = 0, where Ps is a polynomial over FI,  and the degree of P5 is 

<= k t. This implies that Ps is identically zero by dimensional consideration, and 

the condition on the set of p(~). 
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I f  we substitute in Po(xl ,  ..., x,+ 1) x.+ l = Y'qixi, we obtain  the zero po lynomia l .  

By the minimal i ty  of  the degree of  Po in x ,+ l ,  and in general,  we can assume 

Po(xl ,  " " , x . + l )  = Xn+l -- ~_.q,x,. 

Stage (xi). 

Hence 

N o w  

Y,+ a = ~ q~Yi for qi complex rationals.  
i=1 

DYn+ 1 = qiDyi = qi 1 + Yi 
i = l  i = 1  

_ Y n +  1 

- D y " + i  1 + Y . + I  

) Yi = qiYi  1 qiYi  �9 

As Yl, "", Y, are transcendental ly independent ,  this is an identi ty so it holds if  we 

substi tute for  the set o f  Yi complex numbers .  I f  i r j ,  qi r 0, qj r 0 set Yi = - 1 + e, 

y j  r - 1, - (1 + qiYi) 1/qj and Yk = 0 for k ~ i,j. Then we obtain  a contradic t ion 

as c o 0 .  Thus n = 1, y~ = Yn+i = qlYi, and 

Yl qlYl 
q l l  + y l  1 + q l y l  

For  Yi ~ 0 we obtain  ql = 0 or ql = 1. I f  ql = 0, Y2 = 0; if  qi = 1, Y2 -- Yi, a 

contradict ion in any case. 

THEOREM 5. The prime differentially closed field is not minimal. (It is the 

prime Td~ over the field of rational numbers.) 

PROOF. Let F be that  field. The equat ion Dy = y/(1 + y) is not  an algebraic 

fo rmula  since in some T~ (of  functions) it has infinitely m a n y  solutions. 

Hence it has infinitely m a n y  nonzero solutions y, ~ F, i < a~. Since the theory 

T~ ~ has el iminat ion of  quantifiers, clearly the {y,: i < co} is an indiscernible set, 

hence by [10] (or see for  example  [6]), F is not  minimal .  (The e labora t ion  for  

this par t icular  case is easy: there is a field F '  _ F pr ime over  the field generated by 

{Y21: i < 0.)}, and F '  ~ F as Y2t+l ~ F ' ) .  

LEMMA 6. Let F be a differential f ield; {f,g} differentially independent 

elements of F. Let y~, . . . ,y, ,  be distinct nonzero solutions of Dy = y f~(1 + y);  

yl , . . . ,ym be distinct nonzero solutions of Dy = (y/(1 + y))9. Then for no non- 

trivial polynomial P with rational coefficients, P(Yl, "",Yn, y l ,  "", ym) = 0. 
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PROOF. Similar to that of Theorem 5. 

REMARK. No doubt the restrictions on f, g can be weakened. 

THEOREM 7. For every 2 > ~qo, Td ~ has 2 ~ non-isomorphic fields of power 2. 

PROOF. Let F be a differentially closed field of power 2, f:, g ~ F ,  and 

{fl: i < 2} w {g~: i < 2} a differentially independent set with F prime over it. 

Let ~b(x~,x2) = [,Dx~ = (x 1/(1 + x~))x2]. By Lemma 6, if y is a new element 

satisfying ~b(y,figj) , F '  the prime differentially closed field over F(y), and 

(h, l) ~ ( i , j )  then no y '  ~ F '  - F satisfies ?P(Y',fhflt). By repeating, we can obtain 

for any binary relation R over 2 a field F R such that 

] gJ)} I = iff ( i , j )  e R  iff 

[ {Y ~ Fa: ~(Y,f~gy)} [ # No. 

Then by [11] the result follows easily. 

2. On the existence of T~c -prime field over T,~-fleld 

THEOREM 8. Over every differential radical field of characteristic p 

( = T,~-field) there is a prime differentially closed radical field ( =  T, ac-fietd). 

PROOF. 

Stage (i). By Morley ['3] (or see [6]) it suffices to prove the following. (Remem- 

ber that by Wood [,13], T,~r has elimination of quantifiers.) 

Let F be a T~-field and let ~b(x) be a consistent formula with parameters from F. 

Then there is a consistent formula ~b(x) with parameters from F such that 

0(x) -~ ~b(x) and ~,(x) defines an isolated type, that is, if y satisfies ~, then the 

structure of  F,a(y) (the T,~-field generated by F, y) is uniquely defined. Without 

loss of generality, q~ is a quantifier-free formula and moreover it is a conjunction of  

atomic formulas and negation of action formulas. 

We can also assume without loss of generality that F is separately closed. 

Stage (ii). Let F '  ~ F be a T~-field in which y satisfies ~b(x). Let ~o = %(Y) = Y 

and zt = zl(y), "", % = zn(Y) be the terms appearing (maybe as subterms )in ~(y) 

which are of the form r(...). (Remember r is the pth root.) Let n(i) be the highest 

n such that D"~l appear in ~b. We can assume without loss of generality that in 

there appears no term of the form D(o" t + tr2) or  D(trltx2) (since then we could 

simplify it); and that if r(a) appears in it, then one of the conjuncts of q~ is Dtr = 0 
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Thus if F ~_ F" ~_ F' ,  F" is a TP-field and D~zi(y) ~ F" for j < n(i), then ~b(y) is 

meaningful in F". 

Staoe (iii). We derive tk' from ~b by adding to it for each i < n a conjunct as 

follows: 

(a) If  there is an m = re(i) such that D'%~(y) is in the separable closure of 

F~ = F(...,DJZk(y),... ,Dl'ci(y),...)k<il<m then let e ~ ( x ) =  ~tr~x t be an in- 

decomposable polynomial over F~ of which Dmzt(y) is a root. Then the conjunct 

will be ~,zal[Dmzi(y)] l = 0 A t r  # 0 where tr is the resultant of Pi(x). 

This guarantees that Dlzi(y), I. > m is in Fi(Dmzi(y)) and that Dmzi(y) is separ- 

ably algebraic over F~f 

(b) If  there is not such an m, we add nothing. 

Stage (iv). Let F" ~_ F'  be the TP-field generated by F and DJzi(y) for j < n(i) 

(that is, generated only by the field operations). Supplement it by defining 

D(D"")zi(y)) = 0, if i satisfies (b) above; we obtain a Tf-field F* and by [7] there 

is a Try-field F** _~ F*. Add to ~' ,  for each such i, the conjunct D"")+lzi(x) = 0 

to obtain tk". 

Stage (v). Now case (a) of Stage (iii) always occurs, hence we can express each 

DJzi(y) (j  > n(i)) by a polynomial in {D~z,(y): k < n(l), l < n(i)} with coefficients 

in F. Add to ~b" conjuncts so that the trancendence rank of F(... ,  Dk%(y), ...) 

= Fa(zofy), ..-,%(y)) is minimal. 

dependent on {DtZk(y): k < i or 

conjuncts to ~b to make the degree 

Without loss of generality let y 

Now ~b completely determines 

For each j <__ n(i), if DJzi(y) is algebraically 

k = i, l < j} ,  then we obtain <k" by adding 

of the polynomial it solves as small as possible. 

in F '  satisfy ~,(y) -= r  (y). 

the structure of 
F" = tifF(..., D Jr,(y), ...)j<=.tl),~<_. = Fa(zo(y), "", z,,(y)). 

If F" is a T,]-field, then we are through. This is equivalent to saying that 

c ~ F" - F, Dc = 0 implies c has a p root in F". 

Stage (vi). Suppose c ~ F "  - F, Dc = 0 but c has no p root in F". We arrive at 

a contradiction. 

Let c = Po( '" ,  DJzi(Y), "''), where Po is a polynomial over F. Now if in Stage (v) 

we had also added Po( '" ,  DJzi(x), "'') = b for any b ~ F to ?p"(x), the transcendence 

rank of Fa(%(y) , . . . )  would have become smaller. We have not done it because it 

is impossible. In other words, letting 

Oo(Xl) = (]x)  (x l  = Po(" ' ,  OJ'r,(x), "'') A ~b(x)) 
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and F* ~_ F" be a T,~-field, then for no b e F, F * ~ 0o (b). As T,~, has elimination 

of quantifiers for some quantifier-free 01(xl), T,f~ 1-(Vxt) [01(Xl)-  0o(Xl)]. 

Without loss of generality, F * is IF I +-saturated. 

Stage (vii). Let F ~ _ F be the prime field (that is, the one generated by l) and 

let a, ~ F, for n < co, be distinct elements which are in the separable closure of 

F ~ in F. Clearly F k --n Ox(a,) A Da, = 0. By the compactness theorem there is an 

element a ~ F ~ F, F ~ k -10~(a) A D(a) = 0. Let F ~ be the separable closure of 

F~ in F * and let F 2 be the separable closure of F~ in F". Clearly for b ~ F 2 

Db = 0, and there is an embedding f :  F 2 ~ Ft , f ( c )  = a which is the identity on 

F* (see below). Let F 3 be the closure of F ~ to a T,d-subfield of F *. Notice that 

F* = {b e F*: b is separably algebraic over F ~ is a T,a-field; hence F* is algebrai- 

cally closed. The diagram is shown in Fig. 1 (arrows denote inclusion). 

F I - F-~ . 

F 0 ,,~" -F - F' ,~!C 
1 

Fig. 1 

Notice that: 

(a) ([7])although the amalgamation property does not hold for Tf-fields in 

general, if 

1. 91 : F a -~ F~, 92 : Fa ~ Fp are embeddings of T~'-fields, and 

2. b ~ F 6, Db = 0 but has no p-th root in F ~ implies gl(b) has no p-th root in 

3. no b ~ F , -  gI(F ~) is the root of a separable polynomial over gl(F~), 

then there is a T~-field Fv, and ernbeddings f t  : F, ~ Fv, f2 = F~ -~ F~ such that 

f i g 1  = fzgz, and without loss of generality for example ./'1 is the identity. 

(b) If  b ~ F ~, and b has no p-th root in F 2 then b has no p-th root in F". Because, 

without loss of generality, b~F*.  Suppose b has a p-th root in F". Then 

Y'j-:,(~i.:,U) tuck) b~ = O, tij ~ F ~ where ~ j < , ( ~ < , u )  tuck) xj is indecomposable, 

and for somej # 0 (rood p) ~,ituc ~ # 0 (because b E F2). We can assume n, n(j) are 

minimal. As c, b r F*, they are transcendental over Fo, hence ~,jt~jxJy i is in- 

decomposable over F o, and E,(~,/~jbJ)x ~ is indecornposable over F ~ Then in 
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F ~, ~iitijr(c)~r(b)~=O ( r emember  r(tij)= tij as tij~F~ Since r(b)~F", 

~jtijr(b) j e F" but  r(c) cannot  be separably algebraic over  F". N o w  i # 0 (mod  p) 

implies ~,jtijr(b) J = 0, hence ~jt~jb j = 0 and t~j = 0 (as b is not  algebraic over  

F~ Thus  ~,~jtpt jcV~b ~ = 0, and in F", ~,~ tv~ ~ c~r(b) ~ = 0, so r(b) is separably 

algebraic over  F 2 and r(b) ~ F" - F 2, and we have finished. 

(c) N o  b e F"  - F 2 is the root  o f  a separable po lynomia l  over  g 2, because F 2 

is the separable  closure of  F(c) in F". 

Stage (viii). Combine  (a), (b), (c), and f : F 2 -o F ~ f rom Stage (v). 

Let  F ~ = F ~, F~ = F", F a = F 3, 9t  = the identity, 92 = 3.. Then by (b), (c), 

(2) and (3) o f  (a) hold. Hence there are a T~c-field F~ ~_ F" and an embedding 

9: F3 ~ F~ such that  9 f  = identity, hence g(a)  = c. N o w  F ~ ~ -70~(a) (we chose 

a in this way) hence Fr ~ -70~(c), hence F~ ~ -70o(c). But F~ ~_ F", so Fv ~ Oo(c), a 

contradic t ion.  
Q.E.D.  

3. Stability of T~c 

TI~EOREM 9. T~c is stable. 

PROOF. 

Stage (i). Suppose F ~ _ F 2 are T~c-fields , IF  ~ [ < 2. We should prove  tha t  

the set o f  types elements of  F 2 realized over  F ~ is < f ro .  Fo r  each y ~ F 2 choose a 

countable  field F r ~_ F 2 such that  

(a) Fy is a countable  T~c-field, y ~ F ,  

(b) F r ~ F 1 is a TVc-field, 

(c) i f  a~, ..., an~Fy are l inearly dependent  over  F~, then they are l inearly 

dependent  over  F r A F  t. 

Let  F r be the field ( =  Tf-field) generated by Fy U F t. 

Stage (ii). N o w  define an equivalence relat ion over  F2:  

Yl "~ Y2 iff Fy I ~ F 1 -- Fy~ ~ F 1, 

and  there is an i somorph i sm f f rom Fy, onto  Fy2, f(y~) = Y2, f restricted to 

(Fy, r~ F x) = identity. 

Clearly ~ has <__ 2 ~~ equivalence classes; i f  y t  ~ Y2 then we can extend the 

corresponding f to an i somorph ism f rom F ~1 onto  F rl which is the identity over  

F 1. I f  F yl is a T,~-field this implies (as T ~  has e l iminat ion of  quantifiers) that  

Yl, Y2 realize the same type over  F ~. Hence it suffices to prove 
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(5) F y is T,~-field. 

Let  F = Fy n F 1, F1 = Fy, F 2 --- f x. 

REMARK. In fact we have more than the needed informat ion to prove that  the 

Tf-field F ~, generated by F1, F2, is a T,~'-field. 

Stage (iii). Suppose c * e F  y, D c = O  but c has no p-th root  in F y. Thus 
pl ?l n I f p c* = ~,atbl/y.aib ~, at, a t ~Fl ,  bt, bi~F2 . Then c = ~:z,bi/(~, atbt) , and clearly 

D(Eia't'b'D=O. So without  loss of  generality c = xZ,7=la,bt, ateF1, b~eF 2. 

Choose the sets at, b~ so that  n is minimal.  This implies that  

(a) {al,  ..-, a,} are l inearly independent  over F,  

(b) bl, " ' ,  b, are linearly independent  over F. Hence 

(c) {aibj: i,j <-_ n} are linearly independent  over F. 

PROOF OF (C). I f  E t j  tidatbi=O, tt.jEF then ~iai(~,jti,jbj)= 0. Since the 

a t ~ F 1 are linearly independent  over F they are also linearly independent  o v e r  F 2 

(by Stages (a)-(c));  thus ]Y-,jh.jbj = 0 and hence h,j = 0. 

Stage (iv). 

(a) Oa t is l inearly dependent  on {al, ..., a~} over F ;  

(b) Obt is l inearly dependent  on {bl, "- ,  b,} over F.  

PROOF. Choose 1 __< i I < ... < i t __< n such that  {a l , " ' ,a , ,  Datl, "",Dat,} is 

l inearly independent  over F,  and each Da i depends on it over F. Choose similarly 

1 <=Jl < "'" <Jk <---- n such that  {bl, ..., b,, Db~, ...,Dbjk ) is linearly independent  

over F but  each Dbj depends on it over F. 

0 = D c  = ~, aiDb t + ~, (Dat)b i. 
l l 

Substitute the expressions of  Dat, i ~ (i~, ..., i j}, and for Dbj,j ~ (jl ,  . . . ,j,}, and 

collect the terms. Then as in (iii) the coefficient of  each a~b~, a~ Dbj , (Daim) b i is 

zero. I f  l > 0 the coefficient of  (Da~)bl is 1, a contradict ion.  Thus l =  0, 

t eF ,  Da z ~,jt]aj Db~ ~.,s~b~. and similarly k = O. Hence for  some t~ e F,  sj = = 

Stage (v). Let  

(6) Dx, = ~ u~xj, i < n; u J e F  
j = l  

or,  in short,  D~ = U~, g is a vector o f  length n, U an n x n matrix. Then  there are 

solutions do, " ' ,  dm (for m < n) in F such that  for  any other solut ion d f rom F 2 

there are do, . . . ,dmeF 2, Dd~ = 0 such that  d = ~,lgmdtd ~. Let do, . . . ,d  m be a 
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maximal set of solutions of (6) which are linearly independent over F (as vectors). 

Let d be any other solution from F. (This is sufficient as F is an elementary 

submodel of F2.) Then 

d = ~, did ~ for some d I r f 2 and 
l<=m 

= E (Ddi)a~ + Ua. 

Thus ~i(Dd~)di = O, Dd, ~ F. Since the set of di was linearly independent in F, and 

F is an elementary submodel of F 2, and since T,~c is model-complete, the set of 

d, is linearly independent in F 2. Hence Ddi = 0. The same holds for F1, F2 

instead of F 2. 

Stage (vi). Combining the conclusions of (iv), (v), we arrive at the following 

representations �9 

a i = 

b I = 

Hence 

~].dj for ~ ~ F, dj E F1, Ddj = O, j < n 1. 
J 

~, fl~el for fl} e F, ej ~ F2, Dej = O, j < tl 2.  
J 

t c = ~ ?Jdie j f o r ? j ~ F , d , ~ F l , e J r  2 , D d i = D e j = O .  

Choose such representation with minimal nl;  among those with minimal nl, 

choose a representation with a minimal n 2. Hence the set of di is linearly indepen- 

dent over F and also the ej are linearly independent over F. 

Hence, as in Stage (iii), {diej: i < nl, j < n2} is linearly independent over F. 

Now since 

O = Dc = Y. (D~J)d~ej (asDd i = Dej = O) 
t , j  

and D?J ~ F, clearly D~ = O. Thus ~J have a p-th root in F, d~ has a p-th root in 

Ft ,  and ej has a p-th root in F 2. Thus 

r(c) = ~, rO,~)r(di)r(ej)~ (the field generated by F 1, F2). 
l , j  

Q.E.D. 
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ADDED IN PROOF 

1. The non-min imal i ty  o f  the pr ime T~162 was also proved,  independent ly  

by Rosenlicht  [-5a]. 

2. W o o d  [14], [15] also gives a nice set of  axioms of T, aPc. 

3. The answer to Conjecture 3 is positive. 
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